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unfortunate circumstances.
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Executive summary

Secure communications are critical

Organizations must quickly, securely, and affordably process contracts, invoices, 
purchase orders, and other legally binding documents to survive. Failures or delays  
can have devastating implications. Many organizations rely on fax to get these  
critical communications through, because of its low costs, security, ubiquity, and  
global standardization. 

Any downtime associated with efficient fax communications can potentially adversely 
impact employee productivity, revenue, customer service, compliance processes, 
and even corporate reputation. This highlights the need for IT/network administrators, 
architects, and business leaders to better understand the tradeoffs associated with 
different fax survivability solutions.

What is survivability?

In general terms, survivability is the capability of a solution or system to withstand partial 
or total failures (hardware, software, or both) or even a catastrophic disaster without 
significantly impairing its normal operations. Survivability of a specific critical application 
like fax must be integrated within an overall corporate business continuity plan (BCP) that 
includes an assessment of the total cost of application downtime. 

Two fundamental performance metrics that drive the selection of a deployed survivability 
solution are recovery time objective (RTO) —how much downtime can be tolerated,  
and recovery point objective (RPO)—how much data loss can be tolerated. For  
business-critical fax applications, RPO/RTO will typically range from a few seconds/ 
minutes to perhaps a few hours.

This white paper will lay out how survivability works, what your options are, and how it’s 
implemented within the OpenText ™ XM Fax™ solution on-premises. Readers considering 
XM Fax cloud or hybrid deployments can rest easy knowing that XM Fax data centers take 
care of survivability for them.

Fax survivability strategies

Advanced applications that provide failover solutions and “self-healing” mechanisms 
enable organizations to add survivability to their network fax operations. Solutions that 
can be easily deployed manually as required, or triggered automatically, based upon 
specific failure conditions allow organizations to build more failure-proof networks. 
Robust and flexible survivability mechanisms provide peace of mind to those entrusted 
with maintaining company wide applications.

The implementation of a cost-optimized and tailored fax server survivability strategy 
must take into account diverse key fax solution drivers spanning increasingly stringent 
regulatory requirements, accelerating TDM to VoIP migration, evolving infrastructure 
strategies (UC, ECM, “branch” optimization), flexible application integration (ERP) to 
adoption of more economical and versatile peripheral elements (MFPs) and core 
technologies (FoIP, virtualization, SIP trunking). 

It is important to emphasize here that the adoption of a specific survivability strategy 
should not compromise the overall fax server solution’s scalability features and  
security attributes.
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The XM Fax software-based IP fax server platform supports diverse survivability 
deployment models ranging from high availability to disaster recovery and remote branch 
survivability. They are defined as follows:

High availability

The ability to ensure service continuity through automatic failover (no administrator 
intervention) in case of hardware/software faults on one of the systems. A feature  
offered by redundant (2-nodes) co-located XM Fax SP edition systems.

Disaster recovery

The ability to recover from an event (natural or human-induced) impacting the  
functioning of your organization’s fax system as quickly and completely as possible  
via geographic redundancy.

Remote branch survivability

The ability to establish a local faxing instance at an enterprise’s remote branch location 
in the event of a WAN link failure interrupting communications with the centralized fax 
server. The capability is realized through an “auto healing” remote site survivable fax 
software solution (one of the Windows® based editions of XM Fax: X, EE, SP) deployed 
within a Cisco’s SRE-V branch office infrastructure.

Understanding key technologies

Prior to providing details of the underlying technologies associated with fax survivability, 
it is important to introduce the concept of “fault tolerance”. When a system needs to 
efficiently scale or when it serves a specialized domain or business such as a service 
provider system, the need for fault tolerance usually becomes mandatory. 

Because computer systems do fail (i.e., hardware or software failures, network outages, 
security attacks, etc.), critical applications must tolerate these failures and continue to 
provide reliable service to their users. Reliability requires redundancy as a fundamental 
component of any fault tolerant system which has the ability to detect and transfer 
processing ownership within a master-slave configuration. This provides reliability 
by increasing availability and ensuring consistency of data as overall ownership is 
maintained by the master.

Fax survivability also brings to the forefront the concept of “replication”, which simply 
described, is the process of sharing information used to ensure consistency between 
redundant resources. Fault-tolerance within XM Fax is enabled through replication 
technologies which provide accessibility of user data whenever and wherever. These 
replication technologies are described in the following sections.
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Table 1 below summarizes XM Fax survivability applications and associated  
underlying technology attributes.

Survivability 
Application

Disaster 
Recovery

Technology 
(Sync/Async)

Configuration  
(Aa/A-p)

Failover Mechanism 
(Auto/Manual)

Floating Channel 
Licensing (Y/N)

Load Balancing 
(Y/N)

High  
Availability (HA)

LAN Synch Active-Active Auto Y Y

Disaster Recovery (DR)

Classic DR WAN Asynch Active-Passive Manual N N

Inter-Site DR WAN Asynch Active-Active Manual N N

Branch Survivability (BrS)

Cisco SRE-V optimized 
(BRS)

WAN Asynch Active-Passive Auto N N

Table1: XM Fax Survivability Application Summary
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Key attributes listed in Table 1 above are defined as follows:

Floating channel licensing

Mechanism within XM Fax that allows a system to maintain the total number of channels 
by automatically redistributing channel licenses upon failure of a driver to all other 
functioning instances.

Load balancing

Automated mechanism within XM Fax that distributes processing and communications 
activity evenly across an XM Fax system so that no single server is overwhelmed. An 
XM Fax High Availability survivability application comprises two or more servers (hosts) 
running any of the XM Fax services within that system. Load balancing is especially 
important for networks where it’s difficult to predict the number of requests that will be 
issued to a server. The XM Fax survivability application with High Availability employs two 
fax servers in a load balancing scheme. XM Fax system administrators can adjust load 
balancing criteria based on traffic loads and fax channels.

Terminology introduced to define various configurations associated to survivability 
applications are further elaborated upon in the following sections entitled Replication 
Technologies and Deployment Configurations.

Replication Technologies

XM Fax offers two types of independent but complementary replication  
strategies, namely:

Intra-system replication

A synchronous replication method used for primary-backup (master-slave) redundancy 
with a transparent failover mechanism.

• Built-in Active-Active redundancy mode provides the greatest fault-tolerance.

• Allows load balancing and floating channel licensing.

• Supports the High Availability (HA) application used for co-located servers.

• It is a LAN optimized solution.

• Applies to Service Provider (SP) edition only.

Inter-system replication

An asynchronous replication method used as part of a disaster recovery plan with 
geographically diverse data protection provided via another system.

• Complements intra-system replication and is deployed in either Active-Active or  
Active-Passive redundancy mode without load balancing and floating channel licensing.

• Destination for replication is a totally independent system that can be accessed 
through a WAN (i.e., Internet) providing very flexible configuration and deployment 
scheme options for disaster recovery and branch survivability solutions.

• WAN solution optimized for low QoS links while maintaining system capabilities.
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XM Fax Edition Intra system replication Inter system replication

Service provider (SP) Yes Yes

Enterprise (EE) No Yes3

Express(X) No Yes3

• The process allows a system or some parts of a system to be replicated to another 
system through a peer-to-peer connection activated from both systems. The scheme 
is such that either of the two systems can be considered as the replication source, and 
the other as the replication destination and vice-versa. The relationship between the 
two systems is that of a multi-master and not a master-slave scheme.

• Note 1: Both systems must be configured in a complementary way, in order to all ow 

them to know which system is the source and which is the destination. Thus, if Sy stem 

A is configured to send information to replicate to System B, then System B mus t be 

configured to receive information from System A.

• Note 2: Faxes can be replicated bidirectionally, however configurat ions can’t. As there is 

no ownership of the overall process, only one direction is supported for c onfigurations in 

order to prevent overwriting.

• Designed to work across multiple XM Fax versions & editions.

Key data for replication in XM Fax

Available data for replication (Intra-System and Inter-System) includes:

• System configuration 1: Including general settings, directories integration, system 
modification & system routing tables.

• Site configuration: Including users, profiles, and site routing tables.

• Faxes: All fax metadata and images (.tiff) stored in the database.

• Inbound/Outbound Queues 2: All active and pending transactions.

Table 2 below summarizes XM Fax’s replication schemes and related software  
edition dependencies.

Table 2: XM Fax Replication Scheme Summary

Survivability deployment configurations

Intra-System and Inter-System replication technologies offered by XM Fax use two 
redundancy schemes, namely, Active-Active or Active-Passive to enable survivability 
across LAN/WAN architectures using either Synchronous or Asynchronous replication 
mechanisms. More specifically, there are a total of 4 redundancy models, two each for the 
Active-Active and the Active-Passive schemes. It should be noted that the fundamental 
component in any XM Fax survivability solution is the Service Provider (SP) edition, which 
acts as the common denominator in any deployment across a single or multiple locations.

���� �(�[�F�O�X�G�H�V���V�S�H�F�L�®�F���p�K�R�V�W�q���F�R�Q�®�J�X�U�D�W�L�R�Q�V��
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Active-active models

High availability applications

Figure 1A below represents two XM Fax servers in a single location with each running the 
required SP edition. This configuration operates as a 2-node cluster with load-balancing 
and redundancy to ensure high availability (HA) of services is maintained in case of 
hardware or software failures. With both servers in an “Active” state, the primary/backup 
redundancy within the architecture is at the underlying component level and not at the 
server level, thus the notion of a primary/backup server/machine is not applicable. 

Components running within services are tagged as being replicable or non-replicable. 
Replicated components are active replicas of the same logical entity and enable fault 
tolerance mechanisms within the architecture to guarantee data integrity across both 
nodes. Synchronous replication allows each server to perform as a mirrored version 
of the other. Non-replicated components function independently and enable “Load 
Balancing” to distribute the workload efficiently between both nodes on the LAN. Upon 
failure of one of the nodes as shown in Figure 1B, an automatic transparent fail-over 
mechanism will be triggered. During this process, the floating channel licensing inherent 
in the system allows for the functional server to carry the entire fax traffic load. Once the 
fault is corrected and the server is functional, a re-synchronization process initiates to  
re-establish a fully replicated system.

LAN

XM Fax

Active 
Server 1 

Location A 

Fax 
�7�U�D�±�F�����&1)

Network

�)�D�[���7�U�D�±�F�����&2)

Active 
Server 2
Location A 

XM Fax

Load Balancing

Total channels used
=�&1 = +�&t

�&1
�&2

Figure 1A: HA Application—Normal Operation
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Inter-site disaster recovery (DRI) applications

Figure 2A below illustrates two production fax systems (or more) which are both “Active” 
used for Disaster Recovery. In this case, the server at each location can serve as the 
backup for the server at the remote location. This configuration requires that one of the 
servers be an XM Fax SP edition. Each location’s fax system is independent of the other 
and may require a different configuration (i.e., # of channels, required gateways and 
additional options) to satisfy local requirements. The Inter-Site application for DR does 
not provide load-balancing or floating channel license capabilities. Each location can 
be pre-provisioned with additional channels to handle the influx of traffic should a nodal 
failure occur, as shown in Figure 2B. The amount of additional channels required is based 
on a customer’s fax throughput tolerances. The failover mechanism in this configuration 
is a manual procedure requiring an IT administrator to port fax traffic to the remaining 
functional node.

LAN

XM Fax

Non Active
Server 1

Location A

Full Load

Auto Failover

X

Network

Ct 
C1 C2 

Active 
Server 2
Location A 

=

XM Fax
Figure 1B: HA Application—Fault Condition
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WAN
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Server 2
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Figure 2A: Inter-Site DR Application-Normal Operation

Figure 2B: Inter-Site DR Application-Fault Condition
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Active-passive models

Classic disaster recovery (DRC) applications

Figure 3A below illustrates an active production fax system at the headquarters (HQ) 
and a passive system at a remote disaster recovery site. In this case, the server at the 
remote location acts as the backup site for the server at the HQ and cannot be used as a 
production faxing system when Server 1 is operational. This configuration requires that 
one of the servers be an XM Fax SP edition. The Classic Disaster Recovery application 
does not provide load-balancing or floating channel license capabilities. Should a nodal 
failure occur at the HQ as shown in Figure 3B, the node at the Disaster Recovery location 
will serve as the production fax system during the fax system outage period. The failover 
mechanism in this configuration is a manual procedure requiring an IT administrator to 
port fax traffic to the DR node which is provisioned to carry all or less than the fax traffic 
previously being carried by the node at HQ.

WAN

XM Fax

Active Server 1
Location A

HQ

LAN LAN

Network

Passive Server 
2 Location B 
DR Node 

CT1 
Total fax 
channels 
on Server 1

=

XM Fax

CT2 =
CT1 

Total fax channels
on Server 2 
where CT2 <

WAN

XM Fax
Manual Failover

Non-Active  
Server 1 

Location A HQ

LAN LAN

Network

Active Server 2
Location B 
DR Node

XM Fax

Total fax 
channels on 
Server 2 where 
CT2

CT2 

CT1 

=

<

Figure 3A: Classic DR Application-Normal Operation

Figure 3B: Classic DR Application-Fault Condition
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Branch survivability with XM Fax in Cisco’s UCS Express platform

Figures 4A and 4b below illustrate an active production fax system at the HQ with the 
XM Fax SP edition and a passive system at the remote branch survivable site comprised 
of the XM Fax Service Provider, Enterprise, or Express edition deployed within the Cisco 
Integrated Services Router (ISR) Series 2900 and 3900, or as a service on a virtual server 
hosted on the Cisco SRE-V branch office infrastructure platform. 

With a combined XM Fax/Cisco SRE-V solution, any company can continue to leverage 
its Cisco ISRs to ensure business continuity at the branch level, even when connection 
to the data center is lost. This is ideal for large enterprises with multiple branches that 
cannot afford to lose their fax services at any location.

Under normal circumstances, the XM Fax-Cisco SRE-V solution effectively resides in a 
“passive” standby mode where IP traffic is transported over the WAN link to be processed 
by the central server at HQ. In the event of a WAN failure, the ISR intercepts requests 
automatically and re-directs branch clients to use the local XM Fax solution which 
terminates the fax locally and redirects the fax to its final destination via the PSTN. When 
the WAN is restored, the system auto-reverts to nominal operation. When peered with 
an SP edition server at the HQ, the XM Fax edition can benefit from deployment models 
ranging from disaster recovery (DR) to remote branch survivability (BrS).

Total fax channels
on Server 2 where 
CT2

WAN

XM Fax

Active Server 1 
Location A HQ

LAN LAN

Network

Passive System
Location B Branch

XM Fax

CT1 Total fax 
channels
on Server 1

= CT2 

where 0 < �5 < 1

�5 = Fraction of HQ 
channel capacity 
needed at branch

�5CT1

=

=

Figure 4A: Cisco Optimized DR/Branch Survivable Application Figure—Normal Operation
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WAN

XM Fax

Non-Active 
Server 1 

Location A HQ Auto Failover

X LAN

Network

Passive system
Location B 
Branch

XM Fax

�5 = Fraction of 
HQ channel capacity 
needed at branch

Total fax channels
on Server 2 where 
CT2

CT2 

where 0 < �5 < 1

�5CT1

=

=

Figure 4B: Cisco Optimized DR/Branch Survivable Application Figure—Fault Operation

Table 3: XM Fax Survivability Application Summary

Table 3 below summarizes XM Fax survivability applications and lists key parameters 
associated to fax processing location, the directionality of survivability, and the failover 
location that will process faxes should a failover condition be triggered due to a software 
or hardware fault.

Survivability Application
User Positioning Versus Fax Processing  
Under Nominal Operations (Local/ Remote)

Directionality of Survivability  
(Unidirectional/Bidirectional)

Failover Location

High Availability (HA) Local Bidirectional Local

Disaster Recovery (DR)

Classic DR Local Unidirectional Remote

Inter-Site DR Local Unidirectional or Bidirectional Remote

Branch Survivability (BrS)

Cisco SRE-V optimized (BRS) Remote Unidirectional or Bidirectional Local
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LAN

High Availability(HA) Deployment

SP Server 1 
Location A

System A System B

SITE A

SITE B

SITE C

SP Server 2 
Location A

SITE A

SITE B

SITE C

Figure 5: High Availability (HA) Deployment

Basic survivability models

Classic disaster recovery (DR) applications

An XM Fax system can consist of a single site or can be divided between several sites 
(aka multi-tenancy). Each site is configured independently and has its own fax database, 
whereas system resources like channels, gateways and rasterizers are shared among all 
sites. Figures 5, 6, 7, and 8 highlight various building blocks for replication configurations 
in which XM Fax may be deployed.
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WAN

Classic Disaster Recovery (DR ) Deployment

SP Server 1 
Location A

System A System B

SITE A

SITE B

SITE C

SP Server 1 
Location B

SITE A

SITE B

SITE C

Figure 6: Classic Disaster Recovery (DR) Deployment

Replication strategy

• Replication between two active systems over the LAN at a given location.

• Server 1 and Server 2 at Location A both must have XM Fax SP Edition installed.

Replication configuration

• Server at Location A replicates all sites, including faxes and site configurations, and 
system configurations to its redundant pair also at Location A. Bidirectional replication 
provides complete mirroring of the two systems.
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Replication strategy

• Replicate faxing system to DR site with or without reduced capacity.

• Location A and B have one of the 3 XM Fax editions.

• One of the two systems must have XM Fax SP Edition installed.

Replication configuration

• Location A replicates all sites, including faxes and site configurations, and optionally 
system configurations to Location B.

WAN

Inter-Site Disaster Recovery (DRI) Deployment

SP Server 1 
Location A

System A System B

SP Server 1
Location B

SITE A SITE A

SITE B SITE B

SITE C SITE C

SITE D SITE D

Figure 7: Inter-Site Disaster Recovery (DR) Deployment



17/23Digital Fax Survivability Solutions

Replication strategy

• Replication between 2 production systems.

• Location A and B have one of the 3 XM Fax editions.

• One of the two systems must have XM Fax SP Edition installed.

• Both systems are fully operational.

Replication configuration

• Location A replicates its production sites (A & B), including faxes and site configurations, 
to Location B.

• Location B replicates its production sites (C & D), including faxes and site 
configurations, to Location A.

• System configurations are not replicated between fax systems.

WAN

Branch Survivability (BRS) Deployment

SP Server 1 
Location A

System A System B

Cisco SRE-V 
Location B

Cisco SRE-V 
Location C

Cisco SRE-V 
Location D

SITE A SITE B

SITE C

SITE B

SITE C

SITE D
SITE D

Figure 8: Branch Survivability (BS) Deployment
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Replication strategy

• Centralized fax system is used to manage remote branch configurations and acts as 
backup or DR site for remote locations.

• Remote branch locations normally use central fax server but revert to local branch 
system in the event of WAN failure.

• Location A has an XM Fax SP Edition system while other locations are equipped with 
Cisco series 2900/3900 Integrated Service Routers (ISRs) in which XM Fax can be 
implemented as a service on a virtual server hosted on the Cisco SRE-V branch-office 
infrastructure platform.

Replication configuration

• Location A replicates sites, configurations and faxes to branch locations B, C, and D.

Advanced survivability models

Combining HA with DR

Figure 9 below illustrates a network configuration utilizing Intra-System replication at both 
locations providing High Availability (HA), as well as an Inter-System replication scheme 
where the destination is an externally independent system that can be accessed through 
a WAN (i.e., Internet). When the primary XM Fax system becomes unavailable, clients are 
manually redirected to utilize the backup XM Fax system services at the DR location. 
When the primary XM Fax system returns, the systems synchronize and clients can be 
redirected to utilize the primary XM Fax System.

DR Site with Inter-System 
Replication (Active-Active) 

& Fault-Tolerance

Users are 
redirected to use 

XM Fax at the 
DR location

V

Automatic Load 
Balancing &  Floating T.38 

Channels

Synchronization 
between all 

the sites

XM Fax XM Fax

Backup System

Location B DR Site

Primary System
Unavailable

�&�H�Q�W�U�D�O���2�±�F�H���Z�L�W�K���+�$��
(Active-Active) Replication 

& Fault-Tolerance

PSTN

XM Fax XM Fax

Location A

X

WAN

V

PSTN

Figure 9: Network configuration with Intra System & Inter System Replication Schemes
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Legend
Physical Connections

T.38 Flow

Fax Media Flow (T.30)

Inter-Systems Replication

Intra-System Replication

PC Users

VOIP 
Gateway Router

PSTN

Site A 
Express
Server 

XM Fax
Virtualized
Enviroment

Email
Groupware

Server

MFD

SIP Tel. IP PBX

LAN

PC UsersERP/CRM

VOIP 
Gateway/ Router

Internet

PSTN

Site B 
Enterprise

Server 

XM Fax Email
Groupware

Server

MFD

SIP Tel. IP PBX
Tel.

Fax

Fax

Tel.

LANLAN

PC Users SIP Tel. IP PBX

XM Fax
Virtualized
Enviroment

HQ

Email
Groupware

Server

VOIP 
Gateway/ Router

MFD

PC Users

PC Users

ERP/CRM

VOIP 
Gateway/Router

PSTN

Site C SP
Server 

XM Fax Email
Groupware

Server

MFD

SIP Tel.

SIP Tel.

IP PBX
Tel.

Fax

LAN

LAN

MFDXM Fax
Cisco ISR

Site D Express, 
Enterprise or SP 
Edition Server

PSTN

Tel.

Fax

PSTN

Tel. Fax

XM Fax

Cisco SRE-V
Solution

V

APP APP APP APP

OS

SRE-V-Hypervisor

SRE Blade

iOS,MGF Backplane Switch

CIMCE SRE Blade

SRE-V-Hypervisor

OS OS OS

Figure 10: Tailored Survivability Solutions

Tailoring XM Fax survivability solutions

Figure 10 below illustrates a network wide, multi-site configuration incorporating the 
distinct replication schemes between the individual sites and the HQ and within the  
sites themselves.
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Branch survivability in Cisco ISR environment

Branch offices spread over a wide geographic area pose several challenges to a 
company’s centralized IT department. A common WAN service that can serve all branch 
offices is usually not an option, thus a company’s reliance on a WAN solution often 
involves an ensemble of technologies and service providers. With limited IT support and 
a limited wide area bandwidth, employees at branch office locations still require a level 
of IT experience comparable to that of their head office counterparts. In keeping with 
economic and market forces, there is a clear need for remote office employees to have 
access to enterprise wide applications like fax to operate independently when required. In 
this regard, a branch office IT infrastructure must cater to specific needs.

Solutions that focus on overcoming branch office constraints are becoming increasingly 
important as businesses strive to ensure that their offices are optimized to carry out 
operations even during times of WAN outage. For this purpose, the interoperability of the 
various Windows® based editions of XM Fax (X, EE, SP) with Cisco’s SRE-V branch office 
infrastructure enables a new and evolved branch survivability scenario for faxing.

With branch survivability, fax users at the branch can continue to send and receive faxes 
even if the system at the company’s HQ is not responding due to a WAN connection 
problem. With a combined XM Fax/Cisco SRE-V solution, any company can continue 
to leverage its Cisco ISRs to ensure business continuity at the branch level, even when 
connection to the data center is lost. This is ideal for large enterprises with multiple 
branches such as banks, pharmacy and retail chains, government agencies of all types, 
and others who can’t afford to lose their fax services at any location.

Figure 11A below illustrates a branch client utilizing centralized XM Fax in nominal 
operation. In this configuration, XM Fax (X, EE, or SP) edition running Release 6.0.0 or 
greater with its host operating system, is installed in a Cisco ISR G2 router on the branch 
side. By activating the Inter-System replication functionality between the HQ system and 
the branch system, the configuration is made survivable.

Under normal circumstances, the XM Fax—Cisco SRE-V solution effectively resides in a 
“passive” standby mode where IP traffic is transported over the WAN link to be processed 
by the central server at HQ.
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Figure 11B further illustrates how, in the event of a WAN failure, the ISR intercepts 
requests automatically and re-directs branch clients to use the local XM Fax solution 
which terminates the fax locally and redirects the fax to its final destination via the PSTN. 
When the WAN is restored, the system auto-reverts to nominal operation. When peered 
with an SP edition server at the HQ, the XM Fax edition can benefit from deployment 
models ranging from disaster recovery (DR) to remote branch survivability (BrS).
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Figure 11A: XM Fax - Cisco SRE-V Branch Survivability-Nominal Operation

Figure 11B: XM Fax - Cisco Branch Survivable Operation
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XM Fax survivability solutions & benefits

As previously shown in Figure 10, the XM Fax server survivability solution can be tailored 
to interoperate with a customer’s specific network requirements. Whether it’s a LAN 
optimized High Availability (HA) solution or a WAN optimized Disaster Recovery (DR) or 
Branch Survivability (BrS) solution, XM Fax through its various software editions can 
deliver on those needs allowing customers to reap the benefits associated with each 
survivability application.

Table 4 summarizes XM Fax’s survivability offerings and related software edition/ 
release dependencies, as well as associated benefits.

Survivability Application Minimum Version XM Fax Edition Benefits

High  
Availability (HA)

5.5 SP only LAN optimized configuration 
providing guaranteed data intergrity 
across all nodes via synchronous 
replication and rapid auto failover.

Disaster Recovery (DR)

Classic DR 6.0 Need 1 SP;  
all editions

WAN optimized Primary (Master)/
Backup (Slave) configuration 
providing undirectional asynchronous 
replication involving a single 
production system.

Inter-Site DR 6.0 Need 1 SP;  
all editions

WAN optimized configuration 
providing undirectional or 
bidirectional asynchronous 
replication to one or multiple sites in 
two production fax systems.

Branch Survivability (BrS)

Cisco SRE-V  
Optimized (BRS)

6.0 Need 1 SP;  
all editions

WAN optimized configuration 
providing a unidirectional  
"auto-healing' remote site survivable 
fax solution deployed within Cisco 
SRE-V envirenments.

Table 4: XM Fax Survivability Application S/W Release and Benefits Summary
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Conclusion

Network based Fax over IP (FoIP) solutions fully exploit the global trend of TDM 
to VoIP migration. In this migration, VoIP networks that deploy solutions that are 
survivable, scalable, and secure are helping to fulfill the compelling promise of Unified 
Communications. Organizations that rely on faxing as part of their day to day operations 
can benefit from novel and innovative IP optimized fax survivability solutions, such as 
those offered by the XM Fax platform. These solutions range from LAN optimized High 
Availability to WAN optimized DR and Branch Survivability solutions.

Enterprises and organizations of all sizes that consider fax to be a “mission critical” 
component among their telecom/IT applications strive to deploy advanced solutions that 
will safeguard their operations and provide business continuity during network outages. 
Tailored fax “survivability” is paramount to many businesses who simply cannot afford 
downtime in their faxing operations as it directly impacts their productivity, revenue, and 
even their corporate reputation. For further information regarding XM Fax survivability 
solutions, please contact your OpenText sales representative.
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